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Abstract— The design problem for the control a dual-user
haptic surgical training system is studied in this article. The
system allows the trainee to perform the task on a virtual
environment, while the trainer is able to interfere in the operation
and correct probable mistakes made by the trainee. The proposed
methodology allows the trainer to transfer the task authority
to or from the trainee in real time. The robust adaptive nature
of the controller ensures position tracking. The stability of
the closed-loop system is analyzed using the input-to-output
stability approach and the small-gain theorem. Simulation and
experimental results are presented to validate the effectiveness
of the proposed control scheme.

Index Terms— Dual-user haptics, robust adaptive control,
stability, surgical training, task dominance.

I. INTRODUCTION

HAPTIC systems provide a more tangible perception of
reality for users interacting with virtual environments.

Due to this feature, haptic technology has received a great
deal of interest in applications such as medical simulations,
computer-aided design, and gaming [1], [2]. A more recent
advancement in kinesthetic haptics is in multiuser haptic sys-
tems, particularly dual-user systems, which have applications
in surgical training [3] and robotic telerehabilitation [4], [5].
In the former, which is the focus of this article, the trainer
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and the trainee interactively perform surgical tasks on a shared
virtual environment. Such technology provides a suitable train-
ing framework within which the trainee can learn the surgical
skills using the corrective haptic cues from the trainer.

The ultimate objective of the control design for dual-user
haptic systems is to provide robust stability of the closed-
loop system against uncertainties with sufficient performance.
To this purpose, several control architectures have been pro-
posed for dual-user haptic systems. In [6], an H∞-based
shared control scheme for a dual-user haptic system was
proposed. By introducing the concept of dominance factor,
the authority of each user over the task was determined.
Utilizing the concept of dominance factor, a six-channel shared
control architecture was developed for dual-user haptic sys-
tem [7]. These control architectures do not consider dynamic
nonlinearities of the robots, which is a significant issue in
this field. To address the dynamic nonlinearities of the robots,
a few control architectures have been proposed, such as the
P D +d structure [8]. However, the most important shortcom-
ing of these works is their inability to transfer task authority
between the trainer and the trainee in real time [6]–[8]. Having
said that mechanisms should be in place to transfer the task
authority to the trainer when unanticipated mistakes are made
by the trainee, as they may lead to undesirable complications
for the patients.

In order to mitigate the above shortcoming, other con-
trol methodologies have been proposed with online author-
ity adjustment. For instance, a fuzzy logic-based relative
skills assessment approach is proposed in [9] for a dual-user
surgery training system. In the proposed expertise-oriented
methodology, the trainee’s proficiency level is specified rel-
ative to the trainer in real time, and the task dominance
is adjusted through the assessed proficiency level and fuzzy
logic rules. Other methodologies have also considered real-
time authority adjustment based on online supervision of the
position error [10]. In these investigations, the normalized
position error between the trainer and the trainee is utilized to
adjust task dominance in real time. However, some limitations
can be considered regarding those methodologies [9], [10].
The first limitation of those approaches is the necessity of
involving the trainer in every stage of surgical procedures,
especially the trivial ones. In other words, it is not possible
to grant the trainee the authority to perform subtasks unless
the trainer performs the entire details precisely. This is hardly
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compatible with the supervisory role of the trainer in which the
trainer interferes with the procedure only when it is necessary.
Moreover, they have not reported any stability analysis by
considering the nonlinearity in the robotic manipulators. The
aim of this article is to address these issues by proposing
a real-time authority adjustment control architecture for the
dual-user surgery training haptic system with an emphasis on
the supervisory role of the trainer and analyzing the nonlinear
stability of the closed-loop system.

The contribution of this work is to present a new control
architecture for the dual-user haptic surgical training with
time-varying authority adjustment. The proposed approach
is based on allowing the trainee to conduct the surgical
operations and be corrected as needed. To this effect, two basic
operation modes of the controller are identified as the trainee
and trainer dominant modes. These two modes are realized
through a proposed control scheme with a soft transition to
ensure the smooth response of the system. In the trainee-
dominant mode, the trainer needs to know the position of the
surgical tool to detect the probable incorrect motion commands
made by the trainee. On the other hand, in the trainer-dominant
mode, the desired position of the surgical tool should be
the position of trainer’s haptic console to ensure the full
dominance of the trainer over the task. A novel robust adaptive
controller, which takes into account the dynamic uncertainties
of the robots, is proposed to ensure position tracking in
both modes. Furthermore, the surgeons’ hand force signals
are obtained using a high-gain observer approach. High-gain
observers are widely used in the estimation of unknown
states [11], [12] and unknown inputs [13] of nonlinear systems.
The stability of the closed-loop system is studied using input-
to-state stability (ISS) analysis by considering the nonlinear
dynamics of the haptic devices.

The rest of this article is organized as follows. The dual-user
haptic surgical training system is detailed in Section II. The
dynamics of the haptic devices are described in Section III.
Section IV elaborates the proposed control structure, while
Section V presents its stability analysis. Simulation and exper-
imental results are given in Section VI, and the conclusions
are stated in Section VII.

II. SYSTEM DESCRIPTION

The dual-user haptic surgical training system allows a
trainee to conduct the surgical operations on a real or virtual
environment and be corrected as needed through the haptic
guidance signals from the trainer. The surgical operation is
conducted by the trainee, and the trainer is able to interfere
with the procedure to correct the trainee’s mistakes. As a
result, the contact force of the virtual environment is a function
of the trainee’s hand position and velocity. In our proposed
control architecture, the following modes of operation are
realized.

1) Trainee-Dominant Mode: In this mode, the trainer trusts
the trainee’s movements. As a result, the trainee is
allowed to have full dominance over the tasks. This
means that the trainee directly performs the surgical
operation with little intervention from the haptic system.
On the other hand, the trainer needs to know the position

of the surgical tool to figure out the probable wrong
motion commands applied by the trainee. As a result,
a position tracking control scheme is required at the
trainer side.

2) Trainer-Dominant Mode: In this mode, the trainer does
not approve the trainee’s motion commands, and thus,
the task authority is transformed to the trainer. In order
for the trainer to have full authority over the surgical
operation, the position of the surgical tool, which is
connected to the trainee haptic console should follow
the position of trainer haptic console. In addition to the
position tracking controller, an additional control term
for dealing with the conflicting trainee movements is
introduced.

In this article, a control architecture with desired trajectory
switching is developed to realize the above modes. In order
to ensure smooth transition between the two modes, a soft-
switching operation is also introduced. The proposed control
architecture will be presented after providing preliminary
information on the system dynamics.

III. SYSTEM DYNAMICS

The dynamics of a dual-user haptic system consisting of
two n-DOF robot manipulators can be expressed as [14]

Mi (qi )q̈i + Ci (qi , q̇i )q̇i + Gi (qi ) = ui + J T
i (qi) fhi (1)

where qi ∈ R
n×1 are the joint displacement vectors,

Mi (qi ) ∈ R
n×n are the inertia matrices, Ci (qi , q̇i ) ∈ R

n×n

are the centripetal and Coriolis matrices, Gi (qi) ∈ R
n×1 are

gravity vectors, ui ∈ R
n×1 denote the control torque vectors,

fhi ∈ R
n×1 are the forces applied by the surgeons, and

Ji (qi ) represent the Jacobian matrix of the haptic devices.
Throughout this article, the subscript i denotes the haptic
console #1 for i = 1 and haptic console # 2 for i = 2.

Let us review some useful properties of the dynamic
equations (1) as follows [14].

Property 1. The inertia matrix Mi (qi ) is symmetric.
In addition, it is shown that λmi In×n ≤ Mi (qi ) ≤ λMi In×n

where λmi and λMi are positive real numbers.
Property 2. The matrix Ṁi (qi ) − 2Ci (qi , q̇i ) is skew

symmetric, which means that xT
(
Ṁi (qi )− 2Ci (qi , q̇i )

)
x = 0

∀x ∈ R
n

Property 3. The left-hand side of the model (1) may be
expressed as Mi (qi )q̈i + Ci (qi , q̇i )q̇i + Gi (qi ) = Yi (qi , q̇i ,
q̇i , q̈i )θi where, Yi is called the regressor and θi is the vector
of dynamic parameters. This parameterization can also be
extended as

Mi (qi)ai + Ci (qi , q̇i )vi + Gi (qi ) = Yi (qi , q̇i , vi , ai )θi . (2)

The following two assumptions are considered for the forces
applied by the environment and the operators.

Assumption 1: The environment force denoted by fe is
defined as fe = f (q2, q̇2) and satisfies the Lipschitz condition
for both its variables [15], that is, fe ≤ Le(�q2� + �q̇2�).

Assumption 2: The operators hand forces are modeled by
the linear time-invariant mass-damper-spring system [16], [17]

fhi = f ∗
hi − Mhi ẍi − Bhi ẋi − Khi xi (3)
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Fig. 1. Proposed dual-user haptic training system.

where f ∗
hi is the exogenous force generated by the

operator #i , and Mhi , Bhi , and Khi are the positive definite
matrices corresponding to mass, damping, and stiffness of the
operator #i , respectively.

IV. PROPOSED CONTROL ARCHITECTURE

The block diagram of the proposed control architecture is
depicted in Fig. 1. In the proposed scheme, the authority of
each surgeon over the task is determined by the dominance
factor α where 0 ≤ α ≤ 1. In the steady state, the value
of the dominance factor might be either 0 or 1, and the
values between 0 and 1 are included to ensure soft transition
between the two modes. The case α = 0 corresponds to the
trainee-dominant mode, whereas the case α = 1 represents
the trainer-dominant mode. The trainer has the privilege to
transform task dominance between herself/himself and the
trainee in real-time. The dominance factor is determined by
the magnitude of the force exerted by the trainer. In order to
smooth out short term fluctuations and underline longer term
trends, the moving average of the force with a fixed window
size denoted by w is proposed to determine the magnitude of
force as

f̄h1 = 1

w

∫ t

t−w
� fh1�dt . (4)

If the magnitude of the force applied by the trainer is
less than a predefined value, the dominance factor is set to
zero and the surgical operation is performed solely by the
trainee. Intuitively, the low magnitude of the applied force
indicates that the trainer holds the haptic console at ease. In the
event that the force exerted by the trainer is greater than the
predefined value, the dominance factor is set to unity, and
the task authority is transferred to the trainer. Note that, large
exerted force intuitively implies that the trainer tightly grasps
the surgical tool. In order to provide soft switching between
the two mentioned modes, a sinusoidal function is utilized
as the transition state. As a result, the dominance factor is
mathematically formulated as

α =

⎧⎪⎨
⎪⎩

0, f̄h1 ≤ β1

sin
π( f̄h1 − β1)

2(�β)
, β1 ≤ f̄h1 ≤ β2

1, f̄h1 ≥ β2

(5)

Fig. 2. Transition state of dominance factor for various �β with β1 = 0.5.

where β1 and β2 are some threshold values and�β := β2−β1.
The above expression shows that if the magnitude of the force
exerted by the trainer is less than β1, the dominance factor is
zero, and for the magnitude of force greater than β2, the dom-
inance factor is unity, while a sinusoid transition function is
considered between the two thresholds. The transition state is
considered to avoid abrupt switching of the control scheme and
to ensure the smooth behavior of the controller. The duration
of the transition state is simply set by the parameter �β.
The transition state of the dominance factor is compared for
different values of �β in Fig. 2. It should be note that the
duration of transition should be considered sufficiently small
to ensure a prompt action by the controller. Other suitable
smooth functions, such as sigmoid, can also be considered to
adjust the sharpness of the transition phase.

After determining the dominance factor, the desired posi-
tions of the haptic consoles are defined as

qd1 = qd2 = αq1 + (1 − α)q2. (6)

Under the above relationship, in the trainee-dominant mode
where α = 0, the position of the trainee is the desired
position of both haptic consoles. First, on the grounds that
the trainer’s haptic console tracks the position of the trainee,
the trainer receives the position information of the surgical
tool. In addition, the desired position of the trainee haptic
console is the position of the trainee haptic console itself. This
means that the position error of the trainee haptic console is
zero, and the trainee is able to freely conduct the surgical
operation without any interference from the haptic system.

On the other hand, in the trainer-dominant mode where
α = 1, the position of the trainer is the desired position of both
haptic consoles. As already explained, the trainer-dominant
mode occurs in the event that the trainer intends to fully
transfer the task authority to himself/herself. In this mode,
the trainee haptic consoles, and consequently, the surgical tool
tracks the position of the trainer haptic console. Furthermore,
since the position error of the trainer haptic console is zero,
the trainer freely performs the surgery without any unfavorable
interference.

To realize the above scheme, the following control law is
developed for the haptic consoles # 1 and # 2:

ui = M̂i (qi )�i (q̇di − q̇i )+ Ĉi (qi , q̇i )�i (qdi − qi )

+Ĝi (qi )− Ki (q̇i +�i (qi − qdi ))+ J T
i (qi ) fri (7)

where �i ∈ R
n×n and Ki ∈ R

n×n are positive definite
matrices, and the notation ˆ(·) denotes the computed value of (·)
that will be detailed later. Furthermore, fri is a force reflecting
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term that will be explained later. It can be concluded from
Property 3 that the control law (7) is equivalent to

ui = Yi θ̂i − Ki (q̇i +�i (qi − qdi))+ J T
i (qi) fri (8)

where Yi = Yi (qi , q̇i ,�i (qi −qdi),�i (q̇di − q̇i)). Now, define

ri = q̇i +�i q̃i (9)

where q̃i = qi − qdi . The control law (8) is combined with
the dynamic (1) to form the closed-loop dynamic equation

Mi (qi )ṙi + Ci (qi , q̇i )ri + Kiri

= Yi (θ̂i − θi )l+J T
i (qi )( fhi + fri ). (10)

The estimate variable θ̂i in (8) is selected as

θ̂i = θ∗
i + δθi . (11)

Here, θ∗
i is the nominal value of θi and satisfies the inequality

�θi − θ∗
i � ≤ ξi (12)

where the uncertainty bound ξi is presumed to be unknown.
The supplementary control term δθi is defined as δθi =
−ξ̂i sgn(Y T

2 r2). Notably, continuous approximations of the
sgn(.) function such as sat(.) function may be used in the
real implementations to make the response more smooth.
In addition, the estimated uncertainty bound ξ̂i is obtained
from the following adaptation law

˙̂
ξi = γi

∥∥r T
i Yi

∥∥
1 − σi

(
ξ̂i − ξ∗

i

)
(13)

where γi is the adaptation gain, �.�1 represents the l1-norm,
σ is an arbitrary positive constant, and ξ∗

i is the nominal value
of ξi . Therefore, the following error dynamics is concluded
from (13):

˙̃ξi = −γi
∥∥r T

i Yi
∥∥

1 − σi
(
ξ̃i − ξ̃∗

i

)
(14)

where ξ̃∗
i = ξi − ξ∗

i .
Next, the force reflection term is defined for each haptic

console. For the haptic console #1, the role of the force
reflection control term is to recreate the sense of touch with
the environment for the trainer. Thus, the force reflection term
for the haptic console #1 is defined as

fr1 = fe. (15)

On the other hand, the force reflection term of the haptic
console #2 has two objectives, namely, to provide the envi-
ronment contact force, and to reduce conflicts between the
trainer and the trainee. The first objective is satisfied similar
to the haptic console #1 by simply including the environment
contact force in the force reflection signal. In order to satisfy
the second objective, the following norm of the difference
between the observed trainer’s and trainee’s forces, that is,

ρ = � f̂h1 − f̂h2� (16)

is utilized to determine if and to what extent the commands
applied by the two surgeons are in conflict. Then, based on the
computed metric, it is decided whether or not a compensating

Fig. 3. Regions determining the compensating force reflection.

term is required to reduce the conflict. Therefore, fr2 is defined
as

fr2 = fe + fc (17)

where fc is the compensating force reflection term and it
compensates the conflicts between the two users through
partial blockage of the trainee’s hand force. Fig. 3 illustrates
the strategy adopted to resolve the conflict, which is based on
using the value of ρ, to define the following three regions.

1) Retaining Region (RR): In this region, the distance
between the force vectors applied by the operators
is less than the constant value ρ1, meaning that the
vectors fh1 and fh2 are sufficiently close. The force
applied by the trainee does not cause any considerable
adverse effect since it is almost at the same magnitude
and direction with the force applied by the trainer. As a
result, no compensation term is required in this region,
and the value of fc is zero.

2) Compensating Region (CR): In this region, the distance
between fh1 and fh2 is too large to exceed a constant
value ρ2. Due to the great difference between the forces
applied by the operators, it is possible that the trainee
might induce some unfavorable influence on the position
of the surgical tool. Therefore, it is necessary to reduce
the conflict between the trainer and the trainee by
applying the compensating force reflection term.

3) Transition Region (TR): This region is included to have
a smooth transition between the previously mentioned
regions. A linear transition function is proposed to
ensure soft switching and avoid sudden change between
a zero and nonzero force reflection term.

The compensating force fc is considered to be directly
proportional to α; thus, it is nonzero only when α 	= 0.
In other words, no compensating force is applied to the trainee
in the trainee-dominant mode and full compensation is pro-
vided in the trainer-dominant mode. Based on the above dis-
cussions, the compensating force reflection term is defined as

fc = αψ( f̂h2) (18)

where ψ(γ ) = [ψ1(γ1), ψ2(γ2), . . . , ψn(γn)]T and the
function ψi (γi ) is defined as

ψi (γi ) =

⎧⎪⎪⎨
⎪⎪⎩

0, ρ ≤ ρ1, i.e. RR(
ρ − ρ1

ρ1 − ρ2

)
sat(γi ), ρ1 ≤ ρ ≤ ρ2, i.e. TR

−sat(γi ), ρ ≥ ρ2, i.e. CR.

(19)
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Note that the saturation function is included here to avoid
any damage to the actuators.

The next issue is to find the estimation of hand force signals
denoted by f̂hi . The state variable vector for the dynamic equa-
tion of the haptic consoles is defined as xi = [x T

i1 x T
i2]T =

[qT
i q̇T

i ]T . Thereafter, the state-space representation of the
dynamic system (1) is described as

ẋi1 = xi2

ẋi2 = M−1
i (xi1)

( − Ci (xi1, xi2)xi2 − Gi (xi1)+ ui + fhi
)
.

Then, the following high-gain observer is utilized to estimate
the hand force signals [12]:

˙̂xi1 = x̂i2 + a1

ε
(xi1 − x̂i1)

˙̂xi2 = M∗−1
i (x̂i1)

( − C∗
i (x̂i1, x̂i2)x̂i2 − G∗

i (x̂i1)

+ui
) + ai

ε2 (xi1 − x̂i1)

f̂hi = a2

ε2 M∗
i (x̂i )(xi1 − x̂i1) (20)

where (·)∗ denotes the nominal value of (·). The parameter,
ε, is a sufficiently small positive constant, and the positive
values a1 and a2 are chosen such that the roots of λ2 + a1λ+
a2 = 0 are both in the left-half-plane.

Defining the estimation error ei = [eT
i1, eT

i2]T where
ei j = xi j − x̂i j for j = 1, 2, the dynamic equation of the
estimation error is derived as

ėi = Aei + B�i − H Cei (21)

where

A =
[

0 1
0 0

]
, B =

[
0
1

]
,C = [

1 0
]
, H =

⎡
⎣

a1

ε
a2

ε2

⎤
⎦

and the dynamic uncertainty term �i is defined as

�i := M−1
i (xi1)(−Ci (xi1, xi2)x2 − Gi (xi1))

−M̂−1
i (x̂i1)(−Ĉi (x̂i1, x̂i2)x̂i2 − Ĝi1(x̂i1)). (22)

Then, inspired in [12], we define

ζi =
[

1 0
0 ε

]
ei . (23)

Equation (21) can be rewritten as

εζ̇i = A0ζi + ε2 B�i (24)

where

A0 :=
[−a1 1
−a2 0

]
. (25)

Since the eigenvalues of A0 are the roots of λ2 +a1λ+a2 = 0,
the matrix A0 is Hurwitz.

V. STABILITY ANALYSIS

Our approach for the stability analysis is to first derive a
unique formulation for both haptic consoles in the absence
of force reflection term and investigate their stability by that
formulation in several steps. Afterward, the force reflecting
term is included in the stability analysis of each haptic console,
followed by the stability of the entire system. At the beginning
of this section, the definition of ISS is presented.

Definition 1 [18]: Consider that f (t, x, u) : [0,∞) ×
R

n × R
m → R

n is a piecewise continuous function in t
and locally Lipschitz in x and u. Then, the nonlinear system
ẋ = f (t, x, u) is ISS if there exists a class KL function β
and a class K function γ such that for any initial state x0
and any bounded input, the inequality �x(t)� ≤ β(�x0�, t) +
γ (sup �uT (t)�) is satisfied for 0 ≤ t ≤ T .

Lemma 1 establishes a connection between the concept of
ISS presented in Definition 1 and the Lyapunov theory.

Lemma 1 [19] : In the sense of Definition 1, the described
system is ISS , provided that there exists a continuously dif-
ferentiable function V such that α1(�x�) ≤ V (x) ≤ α2(�x�)
and V̇ (x) ≤ −α3(�x�) + α4(�u�) where V̇ is the derivative
of V along the trajectory solutions of the system, α1 and α2
are class K∞ functions, and α3 and α4 are class K functions.

The next proposition analyzes the stability of the haptic
systems in the absence of force reflection term without consid-
ering the dynamics of the operators and the high-gain observer.

Proposition 1: The closed-loop system for the haptic
console #i, i.e., (1) and (7), is ISS with respect to the state
[q̃T

i , q̇i , ξ̃
T
i ]T and the input [q̇T

id , f T
hi , ξ̃

∗
i ]T , provided that the

force reflection term is considered to be zero, i.e., fri = 0.
Proof: Given in the Appendix.
Next, the stability of the haptic devices by considering the

dynamics of the operators is investigated. To that effect, it is
supposed that the control input ui of the haptic system (1) is
designed such that the ISS Lyapunov function

Vi = Vik + Vic (26)

makes the system ISS with input including fhi , where Vik is
the kinetic energy of the haptic console #i and is given
by

Vik = 1

2
q̇i Mi (qi )q̇i . (27)

In addition, the functional Vic is determined by the con-
troller. The following proposition uses such assumption and
the dynamics of the operators as given in (3) to investi-
gate the ISS stability of the haptic systems with the input
including f ∗

hi
Proposition 2: Suppose that the control input ui of the

haptic system (1) is designed such that the system is ISS with
input μ = [ηT , f T

hi ]T and state χ . Then, by considering the
dynamics of the operators (3), the system (1) is ISS with input
μa = [ηT , f ∗T

hi ]T and the state χ .
Proof: Given in the Appendix.
Then, the next proposition investigates the stability of the

haptic devices by considering the effect of the high-gain
observer.
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Proposition 3: Consider again the case that fri = 0.
Then, the closed-loop system for the haptic console #i
subsystems (1) and (7) together with the high-gain
observer (20) is ISS with respect to the state [q̃T

i , q̇i , ξ̃
T
i , ζ

T
i ]T

and the input [q̇T
id , f T

hi , ξ̃
∗
i ]T

Proof: The following Lyapunov function candidate is
considered:

Vi2 = Vi1 + ζ T Pζ (28)

where P is the solution of the Lyapunov equation AT
0 P +

P A0 = −Q, and Q is a positive definite matrix. Next,
the derivative of Vi2 is calculated as

V̇i2 = V̇i1 − ε−1ζ T Qζ + 2εζ T P B�. (29)

On the other hand, due to the Lipschitz condition of the
dynamic elements of the robot and using Property 1, it is easy
to show that there exists positive scalars Li1, Li2, and Li3
such that

� ≤ Li1�qi� + Li2�q̇i� + Li3�ζ�. (30)

Then, using Young’s inequality [20], it can be verified that

V̇i2 ≤ −di1�q̃i�2 − di2�q̇i�2 − di3|ξ̃i |2 − di4|ζi |2
+di5�qid�2 + di6�q̇id�2 + di7� fhi �2 + di8

∥∥ξ̃∗
i

∥∥2 (31)

where

di1 = 3

4
λmin(�i Ki�i )

di2 = 3

4
λmin(Ki )

di3 = 3

4
σ

di4 = 3

4
ε−1λmin(Q)− 12ε2L2

i1λmax(P)

λmin(�i Ki�i )
− 8ε2L2

i2λmax(P)

λmin(Ki )

di5 = 4ε3L2
i1λmax(P)

λmin(Q)

di6 = 8λmax(�i Ki )

λmin(�i Ki�i )

di7 = 1

λmin(Ki )
+ 2λ2

max(�i )

λmin(�i Ki�i )
di8 = σ. (32)

It can be easily concluded that the values di1, di2, di3, di5,
di6, di7, and di8 are positive. The following condition on ε
also ensures that di4 is positive:

ε < 3

√
3λmin(Q)λmin(Ki )λmin(�i Ki�i )

16λmax(P)
(
L2

i1λmin(Ki )+ L2
i2λmin(�i Ki�i )

)
.

(33)

From (28) and (31), under the appropriate selection of ε
according to condition (33), the closed-loop system for the
haptic console #i subsystem in combination with the high-
gain observer is ISS with respect to state [q̃T

i , q̇T
i , ξ̃

T
i , ζ

T
i ]T

and the input [qT
id , q̇T

id , ( fhi + fri )
T , ξ̃∗

i ]T . �
Up until now, the stability of the haptic devices in a

unified formulation in the absence of force reflection term is
considered. In the presence of force reflection term, it is no

longer possible to proceed with such unified formulation due
to the different force reflection term in the two haptic devices.
Therefore, the stability of each haptic device is independently
studied. Next, the stability of the haptic console #1 subsystem
with the force reflection term (15) is investigated.

Proposition 4: The closed-loop system for the haptic con-
sole #1 subsystems (1) and (7) with the force reflection
term (15) and the high-gain observer (20) is ISS with respect
to the state [q̃T

1 , q̇1, ξ̃
T
1 , ζ

T
1 ]T and the input [qT

1d , q̇T
1d, f T

e ,

f ∗T
h1 , ξ̃

∗
1 ]T .

Proof: The Lyapunov function candidate Vi2 for i = 1 is
considered. Then, the derivative of V12 is expressed as

V̇12 ≤ −b11�q̃1�2 − b12�q̇1�2 − b13|ξ̃1|2 − b14|ζ1|2
+ b15�q1d�2 + b16�q̇1d�2 + b17(� fe�2 + � fh1�2)

+ b18
∥∥ξ̃∗

1

∥∥2 (34)

where b11 = (2/3)λmin(�1 K1�1), b12 = (5/8)λmin(K1), and
b1 j = d1 j for j = 3, 4, ..., 8. Thus, the closed-loop system is
ISS with respect to the state [q̃T

1 , q̇1, ξ̃
T
1 , ζ

T
1 ]T and the input

[qT
1d, q̇T

1d , f T
e , f ∗T

h1 , ξ̃
∗
1 ]T on condition that (33) is satisfied. �

The next step is to study the stability of the haptic
console #2 subsystem with the force reflection term (17), as
presented in Proposition 5.

Proposition 5: Consider the haptic console #2 subsys-
tems (1) and (7) with the force reflection term (17) and the
high-gain observer (20). This system is ISS with respect to
the state [q̃T

2 , q̇2, ξ̃
T
2 , ζ

T
2 ]T and the input [qT

2d, q̇T
2d , f ∗T

h2 , ξ̃
∗
2 ]T

Proof: The Lyapunov function candidate Vi2 for i = 2 is
considered. In the case that fr2 = fe + fc, the inequality
fr2 ≤ � fe� + � f s

c � is obtained where f s
c is the value

of compensating force reflection term when saturated. Next,
the value of fr2 is substituted in the closed-loop system, and
the inequality Assumption 1 is utilized. Then, using Young’s
inequality, the derivative of V22 is expressed as

V̇22 ≤ −b21�q̃2�2 − b22�q̇2�2 − b23|ξ̃2|2 − b24|ζ2|2
+ b25�q2d�2 + b26�q̇2d�2 + b27

(� f s
c �2 + � fh2�2)

+ b28
∥∥ξ̃∗

2

∥∥2 (35)

where

b21 = 1

2
λmin(�2 K2�2)

b22 = 1

2
λmin(K2)− 3L2

eλmax(�2 + I )

λmin(�2 K2�2)

b25 = 4ε3L2
i1λmax(P)

λmin(Q)
+ 2L2

e

λmin(K2)
+ 3L2

eλmax(�2)

λmin(�2 K2�2)
(36)

and b2 j = d2 j for j = 3, 4, 6, 7, 8. To ensure the positivity
of b25, the following condition should be satisfied:

λmin(K2)λmin(�2 K2�2)

λmax(�2 + I )
> 6L2

e . (37)

Thus, the closed-loop system is ISS with respect to the state
[q̃T

2 , q̇T
2 , ξ̃

T
2 , ζ

T
2 ]T and the input [qT

2d , q̇T
2d , f T

e , f ∗T
h1 , ξ̃

∗
1 ]T on

condition that (33) and (37) are satisfied. �
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Finally, the stability analysis of the entire haptic system as
our main result of this section is presented in Theorem 1.

Theorem 1: Suppose that the control scheme (7) and the
observer (20) are applied to the haptic surgical training
system (1). Then, the overall system may be made ISS.

Proof: The ISS small-gain approach of [21] is utilized in the
stability analysis of the overall surgery training haptic system.
From Proposition 4, the closed-loop system composed of the
haptic console #1, the high-gain observer, and the dynam-
ics of human operator is input-to-output (IOS) stable with
the input [qT

2 , q̇T
2 , f ∗T

h1 , f T
e , ξ1]T and output [ f̂ T

h1, qT
1 , q̇T

1 ]T .
Consider that the IOS gain of this system is denoted by γ1.
Furthermore, with a similar reasoning, the closed-loop sys-
tem is composed of the haptic console #2 is IOS with the
input [qT

1 , q̇T
1 , f ∗T

h2 , f T
e , ξ2, f̂ T

h1]T and output [qT
2 , q̇T

2 ]T . It is
supposed that γ2 is the IOS gain of the haptic console #2
subsystem. Note that the gain γi for i = 1, 2 can be calculated
from the ISS stability theorem [18] according to

γi = ai2ai4

κai1ai3
(38)

where 0 < κ < 1 and

ai1 = min

(
1

2
λmi , λmin(�i Ki ),

1

2
γ−1

i , λmin(P), λmin(Khi )

)

ai2 = max

(
1

2
λMi , λmax(�i Ki ),

1

2
γ−1

i , λmax(P), λmax(Khi )

)
ai3 = max(bi1, bi2, bi3, bi4)

ai4 = max(bi5, bi6, bi7, bi8).

From the small-gain theorem, the overall dual-user haptic
system is ISS if

γ1γ2 < 1 (39)

which completes the proof. �

VI. SIMULATION AND EXPERIMENTAL RESULTS

A. Simulation Results

The main purpose of simulation assessments is to investigate
the effect of the proposed variable dominance factor and the
force reflection term. A fair comparison can be provided
by applying similar exogenous inputs force to the system,
which can only be done in the simulations and not in the
experimental tests. The simulation studies are performed using
the dynamical models of two similar Geomagic Touch three
degree-of-freedom haptic devices as the haptic consoles [22].
In addition, the contact force of the environment is presumed
to be as fe(t) = Kex(t) + Beẋ(t) for x ≥ 0 and fe(t) = 0
for x < 0. The parameters are set to Ke = 10N/m,
Be = 2N.s/m. Furthermore, the parameters of the operators’
hands are set to Mhi = mhi I , Bhi = bhi I , and Khi = khi I ,
where mhi = 9g, bhi = 2N.s/m, and khi = 200N/m [7].

As for selecting the control and observer parameters, con-
ditions (37) and (33), as well as the small-gain condition
presented in Theorem 1, should be satisfied. First, it is assumed
that Ki = ki I , �i = λi I , and condition (37) is examined
by considering the Lipschitz constant Le = 10. The validity
of condition (37) is numerically checked at sufficient sample

Fig. 4. Regions satisfying stability conditions. (a) Condition (37).
(b) Small-gain condition (39).

points in the range of 0 < k2 < 100 and 0 < λ2 < 100.
Fig. 4(a) shows the results with the points satisfying (37) in
blue stars and the boundary in red line. In order to meet the
stability condition (37), it is sufficient to pick up a point from
the area shown by blue stars.

In order to choose the observer parameters, it is possible
to calculate an upper bound for ε using (33). The first step
for finding such an upper bound is to find the constants Li1
and Li2 based on the Lipschitz condition (30) using
the MATLAB constrained optimization routine. Utilizing the
MATLAB function fmincon leads to Li1 = Li2 = 239.9.
Here, the following bounds are considered for the revolute
joints of the robot manipulators in the optimization procedure:

−π
4

≤ qi1 ≤ π

4
, 0 ≤ qi2 ≤ 5π

12
, 0 ≤ qi3 ≤ 5π

12
(40)

where qi j denotes the j th joint angle of the haptic console #i
for i = 1, 2 , j = 1, 2, 3. Next, by considering the observer
polynomial parameters a1 = 1.4 and a2 = 1, the Lyapunov
equation is solved for P with Q = 50I . Then, using (33),
the upper bound ε = 0.02 is calculated.

Another step is to check the small-gain condition as pre-
sented in Theorem 1. Although from (38), the values of γi

depend on several parameters, our numerical studies have
shown that these gains are mostly affected by the control
gains Ki and the observer parameters εi . Thus, other para-
meters are considered to be fixed and the effect of gains Ki

and εi is studied. The minimum and maximum eigenvalues
of the inertia matrix, denoted as λm and λM , respectively,
are computed using the MATLAB function fmincon by
considering the joint limits (40). It is also considered that
λi = 10 and the adaptation gains are set to γi = 0.1, σi = 0.1
for i = 1, 2, and the parameter θ introduced in Theorem 1 is
selected as θ = 0.9. The small-gain condition (39) is then
numerically examined at a number of sample points in the
range of 0 < ki < 100 and 0 < εi < 0.001 for i = 1, 2 with
the assumption that k1 = k2 and ε1 = ε2. Fig. 4(b) shows
the results with the points in which the small-gain condition
is met in blue stars and the boundary in red line. In order
to satisfy the small-gain condition, it is sufficient to pick up a
point from the area shown by blue stars. In this research, these
parameters are selected as k1 = k2 = 10 and ε1 = ε2 = 10−4.

Furthermore, the parameters related to the proposed method-
ology for online authority adjustment and compensating force
reflection term are selected as w = 2 s, β1 = 0.25, β2 = 0.26,
ρ1 = 1.5, and ρ2 = 2. To study the robustness of the
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Fig. 5. Simulation: exogenous forces applied by users.

proposed structure, all of the physical parameters are randomly
perturbed by up to 20% in the controller and the observer with
respect to their nominal values.

Fig. 5 shows the trainer’s and the trainee’s exogenous
forces applied in the x-direction for the simulations. These
forces constitute a train of pulse passed through the filter
(1/0.1s + 1). The correct force signal is presumed to have the
steady-state value of 2N . Thus, from t = 0 s to t = 10 s and
from t = 10 s to t = 20 s, the trainee does not exert the correct
force command and the task is controlled by the trainer. The
amplitude of the force applied by the trainee from t = 0 s to
t = 10 s is less than the correct force but is extremely higher
than the correct force from t = 10 s to t = 20 s. Besides,
from t = 20 s to t = 30 s, the trainee applies correct force
but the task authority is still maintained by the trainer. Finally,
from t = 30 s to t = 40 s, the trainee applies correct force,
and the task authority is transformed to the trainee.

In order to investigate various aspects of the proposed
control approach, the simulations are performed in three cases:
case 1) the proposed adaptive robust control architecture with
fixed dominance factor, i.e., α = 0, and without considering
the compensating force reflection term; case 2) the proposed
adaptive robust control architecture with the variable domi-
nance factor obtained from (5) with no force reflection term;
and case 3) the proposed adaptive robust control architecture
with variable dominance factor and the compensating force
reflection term.

The positions of the haptic consoles as well as the domi-
nance factor for all three cases are shown in Fig. 6. In case
1) where α = 0, we expect that the task be fully controlled
by the trainee, and the trainer is not able to interfere with
the procedure to correct the trainee’s movements even if the
trainee performs wrong movements. Therefore, in the first
case, the task is fully controlled by the trainee and the trainer
only receives the trainee’s position command through the
haptic channel. The results of case 1) in Fig. 6(a) verify this
expectation as the positions are in full accordance with the
magnitude of the exogenous force applied by the trainee.

For case 2), it is expected that the task authority is trans-
formed to the trainer according to (5), provided that the
moving average of the force exerted by the trainer is greater
than the predefined value ρ2. Otherwise, the task is fully
controlled by the trainee. Therefore, it is expected from the
exogenous force pattern that the task is controlled by the
trainer during t = 0 s to t = 30 s, while it is controlled
by the trainee from t = 30 s to t = 40 s. The positions

Fig. 6. Simulation: The position of the trainer’s and trainee’s hands and the
dominance factor. (a) First case. (b) Second case. (c) Third case.

as shown in Fig. 6(b) verify such expectation as the position
signals from t = 0 s to t = 10 s, t = 10 s to t = 20 s, and
t = 20 s to t = 30 s mostly follow the trainer’s input pattern
and from t = 30 s to t = 40 s follow the trainee’s command.
However, the position tracking from t = 10 s to t = 20 s is not
satisfactory due to the high amount of exogenous force applied
by the trainee. Obviously, the force applied by the trainee is in
the retaining region from t = 0 s to t = 10 s and from t = 20 s
to t = 30 s and does not have any considerable adverse effect
in these periods of time. However, the distance between the
forces applied by the trainee and the trainer exceeds the upper
threshold ρ2 and the controller enters to the compensating
region. Since the compensating force reflection term is not
included in case 2), the large magnitude of the trainee’s force
significantly affects the position tracking.

On the other hand, in case 3), the controller enters the
compensating region for the period t = 20 s to t = 30 s,
and the adverse effect of the trainee’s large exogenous force
is compensated, resulting in satisfactory position tracking,
as shown in Fig. 6(c) for t = 20 s to t = 30 s.

To investigate the performance of the proposed high-gain
observer, the real and estimated force signals of the trainer’s
hand and the trainee’s hand are shown in Fig. 7(a) and (b),
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Fig. 7. Simulation: The real and estimated force signals. (a) Trainer’s hand
force. (b) Trainee’s hand force.

Fig. 8. Simulation: Effect of window size.

respectively. It is apparent that the high-gain observer provides
an accurate estimate of the hand force.

It should be noted that the selection of window size in
averaging the trainer’s hand force for the adjustment of the
dominance factor is an important factor in the proposed
approach since small values lead to short-term fluctuations,
while large values induce lag in the control system. Fig. 8
illustrates the dominance factor for various window sizes
w = 0, 0.5, 2, and 4 s. The (red) dotted line shows dominance
factor for zero window size, implying that the instantaneous
values of the hand force determine the dominance factor. Such
a choice leads to several short-term fluctuations, which are
expected to have a detrimental effect on the system perfor-
mance. Similar trend, in dashed (green) line, is also observed
for w = 0.5. The solid (blue) line demonstrates the dominance
factor for w = 2, which is the value selected for the simula-
tions that had already been presented. This selection seems to
be suitable since it rather put emphasis on longer term trends
and better represent the intention of the trainer. Finally, the

Fig. 9. Simulation: The position signals and the dominance factor.

case with the larger window size, i.e., w = 4, is shown by
dashed-dotted (magenta) line. In this case, the larger window
size introduces an undue delay in the transfer of task authority.

Furthermore, adjustment of the transition state is another
important feature of the proposed architecture. As already
explained, the transition state is considered to avoid abrupt
switching in the controller and for the smooth behavior of the
system. However, the duration of the transition is intentionally
set as small as possible to ensure prompt action of the
controller. Here, we present another simulation to study
the effect of slower transition state on the performance of
the system. For that purpose, the exogenous forces applied
to the system are obtained by the same train of pulses as that
of the previous simulations, but the force signals of the new
simulation are passed through the filter with (1/2.5 s +1).
Besides, the window size of the moving average is set as
w = 4, and the width of transition in (5) is set as �β = 0.2.
The parameters β1 is selected the same as that of the previous
experiment. The other parameters are also set as that of case 3)
in the previous simulation. Such a selection of the parameters
leads to slower transition state. The simulation results are
depicted in Fig. 9. Although the results show the stable behav-
ior of the signals with a gradual change of dominance factor
between 0 and 1, the slow switch of task authority prevents
immediate action of the control scheme. As an illustration,
the trainer tries to transform the task authority at the beginning
of the simulation and at t ≈ 30. However, the gradual
change of dominance factor introduces an undue delay in the
transfer of task authority and prevents fast action of the con-
troller. This situation is more critical when the trainer tries to
interfere with the procedure to correct the trainee’s movement.
In that case, the delay in the transfer of task authority impedes
quick intervention of the trainer. As such, the parameters
related to the transition state in the real experiment should be
selected sufficiently small. However, too small transition state
may cause jumps in the control action owing to the effect
of hard switching. Therefore, the duration of the transition is
designed based on a tradeoff between the swift action of the
controller and the smoothness of the signals.

B. Experimental Results

The experimental setup employed for the evaluation of the
proposed control methodology is depicted in Fig. 10. The
setup consists of two 3-DOF Geomagic Touch haptic devices
(consoles). Data are exchanged between the haptic consoles
through the user datagram protocol (UDP)-based communi-
cation channel. OpenHaptics software development kit (SDK)
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Fig. 10. Dual-user experimental setup.

Fig. 11. Norm of the estimated forces and the dominance factor.

is utilized to implement the proposed controller. The control
loop runs at the rate of 1 kHz. Notably, the haptic console
and workspace considered in the simulation section are the
same as the one utilized in the experiments with the same
parameters. Therefore, the stability conditions derived in the
simulation section are valid for the experiments. As already
explained, the duration of transition should be set based on
a tradeoff between the swift action of the controller and the
smoothness of the signals. In the experiments, the parameters
related to the transition state are selected as w = 2 s,
β1 = 0.55, and β2 = 0.65.

The task under study is to follow a 2-D square path. Each
user observes her/his own hand position with respect to the
square path in the xy plane on a display as well as the
other user’ hand position. The haptic console #1 and haptic
console #2 are interfaced with the trainer and the trainee,
respectively.

The norm of the estimated hand force of the operators and
the dominance factor is depicted in Fig. 11. The estimated
hand force of the trainer is depicted by solid (blue) line,
whereas the estimated hand force of the trainee is shown by
dashed (red) line. The right vertical axis shows the dominance
factor. It is apparent that the trainer exerts low magnitude of
force from t = 0 s to t ≈ 22 s and from t ≈ 85 s to t = 120 s;
hence, the task authority is transformed to the trainee in those
periods of time. By exerting considerable amount of force from
t ≈ 22 s to t ≈ 80 s, the trainer holds the task authority. In the
time between t ≈ 22 s and t ≈ 55 s, the trainee is asked
to deliberately exert extra force signals in order to study the
behavior of the system in the compensating region.

Moreover, the xy positions and the positions of the first
joint for both the trainer and the trainee are depicted in
Figs. 12 and 13, respectively, and the position error for
the first joint is shown in Fig. 14. In Figs. 12 and 13,
the position of the trainer is depicted by solid (blue) line,
whereas the position of the trainee is shown by dashed (red)
line. At the first step of training from t = 0 s to t ≈ 22 s,
the trainer grants task authority to the trainee to evaluate his
skill in drawing a square by applying a low amount of force.

Fig. 12. xy positions of haptic consoles.

Fig. 13. Positions of the first joint.

Fig. 14. Position errors of the first joint.

Fig. 15. Transition of dominance factor (zoomed plot).

At this time, the trainee is supposed to not have sufficient
experience in performing the task; thus, the task is not per-
formed well. This issue is apparent in the position signal in
xy depicted in Fig. 12. Then, at t ≈ 22 s, the task authority is
transferred back to the trainer so the trainee can acquire skills
for performing the task. Despite larger forces exerted by the
trainee from t ≈ 22 s to t ≈ 55 s, the position signals show
acceptable tracking performance in that period of time. From
t ≈ 55 s to t ≈ 85 s, the task authority still remains with
the trainer; while the trainee is provided a chance to learn the
task. Finally, from t ≈ 85 s to t = 120 s, the task authority
is transferred back to the trainee. The position signals show
that the trainee’s performance in drawing square is acceptable
in this time period as can be seen in the xy plot as shown
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in Fig. 12. Besides, the tracking performance of the proposed
control approach in both trainee-dominant mode and trainer-
dominant mode is satisfactory. Finally, the zoomed plot of
dominance factor depicted in Fig. 15 demonstrates a smooth
transition state for the dominance factor.

VII. CONCLUSION

In this article, an adaptive robust control methodology with
online authority adjustment is presented for a surgical training
haptic system. Two primary operation modes, namely, trainee-
dominant and trainer-dominant modes are realized to provide
the trainer with the opportunity to transfer the task authority to
and from the trainee in real time. The stability of the closed-
loop system is rigorously analyzed using the ISS stability
theory. Simulation and experimental results demonstrate the
effectiveness of the proposed approach. Future work includes
user studies to evaluate task performance in comparison with
benchmark controllers.

APPENDIX

A. Proof of Proposition 1

The following Lyapunov function candidate is considered:

Vi1 = 1

2
r T

i Mi (qi )ri + q̃T
i �i Ki q̃i + 1

2
γ−1

i ξ̃2
i . (41)

Calculating V̇i1 and using Property 2 yields

V̇i1 = −r T
i Kiri + 2q̃T

i �i Ki q̇i − 2q̃T
i �i Ki q̇id

+r T
i Yi (θ̂i − θi)+ r T

i fhi + γ−1 ˙̃ξi ξ̃i . (42)

On the other hand, from (11) and (12), it can be verified
that

r T
i Yi (θ̂i − θi ) = r T

i Yi
(
θ∗

i − θi + δθi
)

≤ ξi
∥∥Y T

i ri
∥∥

1 − ξ̂i r
T
i Yi sat

(
Y T

i ri
)

= ξ̃i
∥∥Y T

i ri
∥∥

1. (43)

Hence, using (43) and (14), the following inequality is
obtained:

V̇i1 ≤ −q̇T
i Ki q̇i − q̃T

i �i Ki�i q̃i − σ ξ̃2
i

−2q̃T
i �i Ki q̇id + r T

i fhi + σ ξ̃i ξ̃
∗
i .

(44)

Next, from the well-known Young’s quadratic inequal-
ity [20], it can be concluded that

V̇i1 ≤ −ci1�q̃i�2 − ci2�q̇i�2 − ci3|ξ̃i |2
+ci4�q̇id�2 + ci5� fhi�2 + ci6�ξ̃∗

i �2 (45)

where

ci1 = 5

6
λmin(�i Ki�i )

ci2 = 7

8
λmin(Ki )

ci3 = 3

4
σ

ci4 = 12λmax(�i Ki )

λmin(�i Ki�i )

ci5 = 2

λmin(Ki )
+ 3λ2

max(�i )

λmin(�i Ki�i )
ci6 = σ.

From (41) and (45), the closed-loop system for the hap-
tic console #1 subsystem is ISS with respect to the state
[r T

i , q̃T
i , ξ̃

T
i ]T and the input [q̇T

id , f T
hi , ξ̃

∗
i ]T . Therefore, it is

ISS with respect to the state [q̃T
i , q̇i , ξ̃

T
i ]T and the input

[q̇T
id , f T

hi , ξ̃
∗
i ]T . �

B. Proof of Proposition 2

First, on account of the fact that the function Vi is an ISS
Lyapunov function for the system (1) there exists class K∞
functions α1 and α2, a class K function ρ, and a positive
definite function W , such that

α1(�χ�) ≤ Vi ≤ α2(�χ�) (46)

V̇i ≤ −W (�χ�) ∀�χ� ≥ ρ(�μ�) (47)

where V̇i is the derivative of Vi along the trajectories of (1).
Next, by computing the derivative of the Lyapunov function Vi

from (26) and substituting the term Mi (qi )q̈i from (1) and
using property 2, the following inequality is obtained:

V̇i = −q̇T
i gi (qi )+ q̇T

i ui + q̇T
i J T fh + V̇ic. (48)

Therefore, using (47) and (48), the following inequality is
obtained:

−q̇T
i gi(qi )+ q̇T

i ui + q̇T
i J T

i (qi ) fhi + V̇ic ≤ −W (�χ�)
∀�χ� ≥ ρ(�μ�). (49)

On the other hand, by substituting (3) into (1), the following
dynamics is achieved:

Mi (qi )q̈i + Ci (qi , q̇i )q̇i + Gi (qi ) = ui + J T
i (qi ) f ∗

hi (50)

where

Mi (qi ) = Mi (qi )+ J T
i (qi )Mhi Ji (qi )

Ci (qi , q̇i ) = Ci (qi , q̇i )+ J T
i (qi )Mhi J̇i (q1)+ J T

i (qi)Bhi Ji (qi )

Gi (qi ) = Gi (qi )+ J T
i (qi )Khi xi .

Now, consider the following Lyapunov Candidate function:

Vit := Vi + 1

2
ẋi Mhi ẋi + 1

2
x T

i Khi xi .

From (46) and the positive definiteness of Mhi and Khi , there
exist class K functions α5(.) and α6(.) such that

α5(�χa�) ≤ Vit ≤ α6(�χa�) (51)

where χa is the state vector of the new system. On the other
hand, using (26)–(27), it is possible to show that Vit in (B) is
equivalent to

Vit = Vic + 1

2
q̇iMi (qi )q̇i + 1

2
x T

i Khi xi . (52)

Next, by calculating the derivative of the function Vi2
from (52) and substituting the term Mi (qi )q̈i from (50),
the following relation is obtained:

V̇it = −q̇T
i J T

i (qi )Bhi Ji (qi )q̇i − q̇T
i gi (qi)+ q̇T

i ui + q̇T
i J T f ∗

h

+V̇ic.
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Now, from (49), it can be concluded that

V̇i ≤ −W (�χ�) ∀�χ� ≥ ρ(�μa�) (53)

where α7(.) and α8(.) are class K functions and μa =
[ηT , f ∗T

hi ]T . The statements (51) and (53) show that the system
is ISS with input μa = [ηT , f ∗T

hi ]T and state χ , which
completes the proof. �
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